Document Number: SET 2015-0008
412 TW-PA-14136

On Frequency Offset Estimation Using the INET
Preamble in Frequency Selective Fading

Channels
March 2014
Tom Young
SET Executing Agent
412 TENG/ENI

(661) 277-1071
Email: tommy.young.1@us.af.mil

DISTRIBUTION STATEMENT A. Approved for public release: distribution unlimited.

Test Resource Management Center (TRMC)
Test & Evaluation/ Science & Technology (T&E/S&T)
Spectrum Efficient Technology (SET)



REPORT DOCUMENTATION PAGE

Form Approved
OMB No. 0704-0188

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the
data needed, and completing and reviewing this collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing
this burden to Department of Defense, Washington Headquarters Services, Directorate for Information Operations and Reports (0704-0188), 1215 Jefferson Davis Highway, Suite 1204, Arlington, VA 22202-
4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to any penalty for failing to comply with a collection of information if it does not display a currently

valid OMB control number. PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS.

1. REPORT DATE (DD-MM-YYYY) 2. REPORT TYPE
23-02-2015 Technical Paper

3. DATES COVERED (From - To)
3/13 - 6/15

4. TITLE AND SUBTITLE
On Frequency Offset Estimation Using the iINET Preamble in Frequency Selective Fading
Channels

5a. CONTRACT NUMBER: W900KK-13-C-
0026

5b. GRANT NUMBER: N/A

5¢c. PROGRAM ELEMENT NUMBER

6. AUTHOR(S)

Michael Rice, Erik Perrins

5d. PROJECT NUMBER

5e. TASK NUMBER

5f. WORK UNIT NUMBER

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)
Brigham Young University, Department of Electrical & Computer Engineering,
459 Clyde Building, Brigham Young University, Provo, UT 84602

University Of Kansas Center For Research 2385 Irving Hill RD, Lawrence KS 66045-7563

8. PERFORMING ORGANIZATION REPORT
NUMBER

412TW-PA-14136

9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES)
Test Resource Management Center

Test and Evaluation/ Science and Technology

4800 Mark Center Drive, Suite 07J22

Alexandria, VA 22350

10. SPONSOR/MONITOR’'S ACRONYM(S)
N/A

11. SPONSOR/MONITOR’S REPORT
NUMBER(S) SET 2015-0008

12. DISTRIBUTION / AVAILABILITY STATEMENT
Approved for public release A: distribution is unlimited.

13. SUPPLEMENTARY NOTES

CA: Air Force Flight Test Center Edwards AFB CA CC: 012100

14. ABSTRACT

This paper develops five data-aided frequency offset estimators for SOQPSK-TG equipped with the INET preamble and operating in 1S
channels. Four of the five estimators examined here are generalizations of frequency estimators developed for the AWGN channel.
Simulations, performed over channel impulse responses measured in multipath scenarios encountered in aeronautical telemetry, show the
modified L&R estimator is the best in terms of tracking range and achievable meansquared error. The ESP estimator is a close second and
offers a computational complexity advantage in that it only requires the computation of one correlation value as opposed to the five

correlation values required by the L&R estimator.

15. SUBJECT TERMS

Spectrum, algorithm, aeronautical telemetry, flight test, antenna, Integrated Enhanced Networked Telemetry
(iNET), The “TG” version of Shaped Offset QPSK defined in IRIG 106 (SOQPSK-TG)

16. SECURITY CLASSIFICATION OF: 17. LIMITATION 18. NUMBER | 19a. NAME OF RESPONSIBLE PERSON
Unclassified OF ABSTRACT OF PAGES 412 TENG/EN (Tech Pubs)
a. REPORT b. ABSTRACT c. THIS PAGE 19b. TELEPHONE NUMBER (include area
Unclassified Unclassified Unclassified None code)
661-277-8615

Standard Form 298 (Rev. 8-98)
Prescribed by ANSI Std. 739.18




On Frequency Offset Estimation Using the iNET
Preamble in Frequency Selective Fading Channels

Michael Rice
Brigham Young University
Provo, UT 84602
Email: mdr@byu.edu

Abstract—This paper develops five data-aided frequency offset
estimators for SOQPSK-TG equipped with the iNET preamble
and operating in ISI channels. Four of the five estimators exam-
ined here are generalizations of frequency estimators developed
for the AWGN channel. Simulations, performed over channel
impulse responses measured in multipath scenarios encountered
in aeronautical telemetry, show the modified L&R estimator
is the best in terms of tracking range and achievable mean-
squared error. The ESP estimator is a close second and offers
a computational complexity advantage in that it only requires
the computation of one correlation value as opposed to the five
correlation values required by the L&R estimator.

I. INTRODUCTION

The recent introduction of the iNET (for integrated Net-
work Enhanced Telemetry) standard [1] provides a mode
for packetized telemetry downlinks. Each packet comprises
three bit fields: a preamble, an attached sync marker (ASM),
and data bits (an LDPC codeword). The availability of a
preamble introduces the possibility of data-aided synchro-
nization in aeronautical telemetry. Compensating for carrier
frequency and phase offsets and timing delay offsets is re-
quired for optimum coherent detection. Multipath interference,
in the form of frequency selective fading, complicates the
the synchronization problem. Propagation through frequency
selective fading introduces inter-symbol interference (ISI) into
the received signal, and ISI can wreack havoc on estimators
designed for the additive white Gaussian noise (AWGN)
channel. For frequency offset estimation, the usual approach
is to use a preamble with some periodic structure. With proper
preprocessing, frequency offset estimators designed for the
AWGN channel may then be applied, such as the maximum
likelihood estimator formulated by Rife and Boorstyn [2], and
the reduced-complexity estimators described by Kay [3], Fitz
[4], Luise & Reggiannini [5], and Mengali & Morelii [6]. A
nice example in the open literature is from harris and Dick
[7].

In this paper, we examine the problem of estimating the
frequency offset in an ISI channel using SOQPK-TG with
the iNET preamble. We exploit the periodic structure of the

This work was supported by the Test Resource Management Center
(TRMC) Test and Evaluation Science and Technology (T&E/S&T) Program
through a grant from the Army PEO STRI Contracting Office under contract
W900KK-13-C-0026.

Erik Perrins
The University of Kansas
Lawrence, KS 66045
Email: esp@ieee.org

iNET preamble to develop a low-complexity frequency offset
estimator with good performance.

II. PRELIMINARIES

The bit sequence for iNET is organized as outlined in the
top portion of Figure 1. The preamble sequence is the iNET
standard is CD98 repeated eight times [1, p. 48]. This bit
pattern, derived from the analysis presented in [8], included
the repetition to enable fast acquisition. Here, the periodic
component associated with the repetition is leveraged to enable
low-complexity frequency offset estimation.

The transmitted signal, s(t), is SOQPSK-TG whose input
bit stream is summarized in the top portion of Figure 1.
SOQPSK-TG is a partial response CPM waveform with a
constrained ternary alphabet. The details are spelled out in
[9], [10]. The signal propagates through a frequency selective
channel and experiences a frequency offset and the addition of
additive white Gaussian noise. We assume the received signal
is filtered, down-converted to complex baseband, and sampled
(not necessarily in that order) using standard techniques. The
resulting sequence of received samples is

N2
r(n) = [ Z h(k)s(n — k)] €™ 1 aw(n) (D)

k=—N,

where h(n) is the impulse response of the unknown channel
impulse response with support on —N; < n < Ns, wy
rads/sample is the frequency offset to be estimated, and w(n)
is a proper [11] complex-valued zero-mean Gaussian random
process with auto-covariance function

%E {wn)w*(n—k)} = oo d(k). )

Because SOQPSK-TG is a nonlinear modulation, the estimator
cannot operate on the symbols in the same way it does for
linear modulation. Consequently, the estimator must operate
on the samples of SOQPSK-TG. Let ¢ be the index in r(n)
corresponding to the beginning of the preamble sequence and
let L,, be the number of samples in the preamble sequence.
The situation is illustrated in Figure 1. Because each sample
depends on the unknown channel impulse response h(n), the
standard approaches cannot be applied directly. However, an
estimator that leverages the periodic properties of the iNET
preamble can be applied.
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Fig. 1. A graphical illustration of the iNET data packet structure: (top) the data, preamble, and ASM fields; (bottom) the relationship between the indexes

of the received samples r(n), the signal samples s(n), the preamble samples p(n) and the short sequences g(n) that constitute the preamble sequence.

Because the iNet preamble comprises 8 repetitions of a 16
bit sequence, the resulting SOQPSK-TG modulated carrier is
also periodic over the time interval corresponding to the oc-
currence of the preamble. Furthermore the sampled SOQPSK-
TG signal is periodic over the interval corresponding to the
preamble sequence. The situation is illustrated in Figure 1.
Here, s(n) are the samples of the complex baseband SOQPSK-
TG signal and p(n') forn’ = 0,1, ..., L, —1 are the samples
of the complex baseband SOQPSK-TG signal corresponding
to the preamble bits. If the preamble sequence starts at
index i, then s(i) = p(0), s(i + 1) = p(1) and so on to
s(t+ L, —1) = p(Lp, — 1). Now let g(n) be the samples of
the complex baseband SOQPSK-TG signal corresponding to
the 16-bit sequence that is repeated to form the preamble, and
let the length of g(n) be L,. (At an equivalent sample rate of
2 samples/bit, L,, = 256 and L, = 32.)

Forn=14,i+1,...,i4+ L, — 1, we write r(n) = r(i + b)
for b=0,1,...,L, — 1 and express it as follows:

N

ri+b) = > h(k)s(wb—k)] 70 ) (i + b)
Lk=—N.

3)
N

=1 > h(k)p(bk)] 70+ L y(i+b). (4)
Lk=—N1

To incorporate the periodic nature of p(n) into the equation,
we write
{=0,1,...,7,

b={(L,+m, m=0,1,...,L,—1. (5)

Here we see that ¢ indexes the block and m indexes the sample

within the block. Substituting gives
r(i + €Ly +m) =

N
l > h(k)p(tLg+m — k)] eIwo(HELatm) Loy (40 L +m)
k=—N;

N
) [ S h(kg(m - k>] o) (i (L +m)
k=—N;

a(m)

= a(m)e?*0 T+ Lat™) Ly 4 (L, +m). (6)

The relationship (6) is important. It shows that the contribution
of the channel to r(i + ¢L, + m) depends only on m,
the position inside the ¢(-) block. Consequently, the only
difference (other than the additive noise) between the sample
at position m in adjacent blocks is the phase rotation due to the
frequency offset. ! This feature is captured by the correlation
function.

Assuming Ny < Ly and Ny < L, we are interested in the
correlation function involving the middle six blocks:

i+TL—1

>

n=i+Lg+0

1

k() = 6L, —0

r(n)r*(n—0) @)

Because the samples 7(n) are periodic with period L,, we
are interested in evaluating this function at integer multiples

IThis is only true for middle six blocks (i.e., £ = 1,...,6) because the
convolution sum in the first block (¢ = 0) includes samples from the data
field immediately preceding the first block whereas the last block ¢ = 7
includes samples from the ASM field immediately following the last block.
Eliminating the first and last blocks is sufficient as long as N1 < L4 and
N2 < Lg. If either of these conditions are not true, then (6) is true for fewer
blocks.



of Ly. For 6 = dLg, (1 < d < 5) the correlation is (see the
Appendix)

o jdLgwo
R(dL,) = 7.¢ T+ (8
q

where o? is given by

Ly—1

a? =" Ja(m)? ©)
m=0

and v is approximately a complex-valued Gaussian random
variable with zero mean and variance (39).

An obvious estimator is the delay-and-multiply (D&M)
estimator (cf Eq. (4.5.1) of [12])

W = S arg {R(Lq)} .

I, (10)

This estimator is simple and exploits the noise averaging that
occurs over the 5L, consecutive samples of r(n). But this
estimator only uses R(L,). It would seem there might be
performance advantages to incorporating the information in
R(2L,), R(3L,), R(4L,), and R(5L,). To see how this might
be done, we first look to how this same concept is applied in
the AWGN case. Next we modify the developments to create
frequency estimators for present case.

III. DATA-AIDED FREQUENCY ESTIMATORS FOR AWGN

The standard model for data-aided frequency estimators in
the additive white Gaussian noise environment is the sinusoid
in noise.

z(n) = " 4 w(n)

Y

for n = 0,...,N — 1. The sinusoid in noise model is
usually obtained from the sampled matched filter outputs at
the receiver by multiplying each matched filter output by the
conjugate of the corresponding pilot symbol. The maximum
likelihood (ML) estimator is [2]

N-1
Z x(n)e Iwon
n=0

In words, the ML estimate is the one that maximizes the
periodogram of the sequence x(n). Because there is no closed
form solution, this approach involves a search. For computa-
tional complexity reasons, a suboptimal solution that does not
require a search is desirable. The most common data-aided
estimators operate on the z:(n) or the autocorrelation function
of the z(n).

Fitz Estimator: The Fitz estimator is [4]

Qo = m Z m (arg{f{dm)})

m=1

2
(12)

Wp = argmax
wo

13)

where R, (m) is the unnormalized autocorrelation function

N-1

Ry(m) = Z z(n)x*(n —m).

n=m

(14)

L&R Estimator: The Luise and Reggiannini (L&R) estimator
is [5]

M
. 2
Qo = M+larg{mZ_1R$(m)} (15)
where R;(m) is the normalized autocorrelation function
;N
R;(m) = N_mgx(n)x*(n—m). (16)

M&M Estimator: The Mengali and Morelli (M&M) estimator
is [6]

o = 1187:? (17)
Here, 1 is the M x 1 all-ones vector and
¢ =[61) 6(2) o(M)] " (18)
where
6(m) = arg {Ry(m)} — arg {Ry(m — 1)} (19)

is the phase difference between successive autocorrelation
functions (16). (The phase differences are used to overcome
the phase wrapping problem with arg{-}.) C is the M x M
covariance matrix of the noise samples associated with the
autocorrelation phase differences.

Kay Estimator: The Kay estimator is [3]

1TC A
1TC-11

where 1 is the (IV—1) x 1 all-ones vector, A is the (N —1)x1
vector

(20)

wo =

A=[A1) A@2) AN-1)]" Q1)

where

A(n) = arg{z(n)z*(n — 1)} (22)

is the phase difference between adjacent z:(n), and C is the
(N — 1) x (N — 1) covariance vector of the noise samples
accompanying the phase differences.

IV. EXTENSIONS TO INET PREAMBLE-BASED
FREQUENCY ESTIMATORS FOR ISI CHANNELS

In the previous section, we saw that the Fitz, L&R, and
M&M estimators used information in the autocorrelation
function (both unnormalized and normalized) of the received
data samples. The modification of the Fitz, L&R, and M&M
estimators more complicated than simply substituting R(dL,)
[see (7)] for R,(m). This is because the sample spacing
between the R(dL,) is L, samples instead of one sample for
R.(m). This not only impacts the noise correlations but also
modifies the approximations applied in the intermediate steps
in the derivations. Because space limitations do not permit a
detailed accounting of all these steps, only the final results are
listed here.



Modified Fitz Estimator: The modified Fitz estimator is

1 < .
Wy = 55Lqﬂ;:lmarg{R(qu)}

where R(mL,) = ((6 — m)L,)R(mL,) where R(mL,) is
given by (7) for m =1,2,3,4,5.

Modified L&R Estimator: The modified L&R estimator is

5
. 1
Qo = 3L, arg {mz_:l R(qu)}

R(mLy) is given by (7) for m =1,2,3,4,5.
Modified M&M Estimator: The modified M&M estimator is

1
- 35L,

(23)

(24)

wWo

[56(Ly) +86(2L,) +9(3L,)
+86(4Ly) + 5¢(5Lq)} (25)
where
$(mLy) = arg {R(qu)} _ arg {R((m - 1)Lq)} (26)

form=1,2,3,4,5.
Modified Kay Estimator: The modified Kay estimator is

1S Ja(m)?
wWo = 351, mX::O o? (5Am,2 + 8Am,3

+90m1 + 885+ 5Ame)  (27)
where
Ay = arg {r(i ULy +m)r*(i+ (0 — 1)Ly + m)} .

The challenge with this form of the estimator is that the a/(m)
are unknown. The «(m) are used to weight each block of
phase differences (and this weighting is in proportion to the
relative channel output power). A suboptimal approach is to
set the weights to be equal:

la(m)]> 1
~—. 28
kel (28)
The result is
1 Lg—1
wo = @ Z (5Am,2 +8A,,3
m=0

9 + 805 + 5Am,6) . (29

V. SIMULATION RESULTS

The estimators were applied to three representative channel
impulse responses capture during channel sounding exper-
iments at Edwards AFB, California [13]. These channels
are illustrated in Figure 2. See the figure caption for more
details. In these simulations, the iNET preamble described in
Section II was used with SOQPSK-TG operating at 10.3125
Mibts/s, the “over-the-air rate” corresponding to a payload bit

magnitude (dB)

frequency (MHz)

magnitude (dB)

frequency (MHz)

magnitude (dB)

-10 -5 0 5 10
frequency (MHz)

Fig. 2. The example channels from channel sounding experiments at Edwards
AFB: (top) a length-9 channel from the flight line; (middle) a length-19
channel from take-off; (bottom) a length-5 channel from low-elevation angle
“up and away” flight. In each plot, the thick line is the channel frequency
response and the thin line is the power spectral density of SOQPSK-TG
operating at 10.3125 Mbits/s.

rate of 10 Mbits/s. The channel and SOQPSK-TG preamble
signal operated at a sample rate equivalent to 2 samples/bit.

As the performance measures, we use the means and
variances of the Perrins (ESP), Fitz, L&R, M&M, and Kay
estimators over the three channels displayed in Figure 2. The
simulation results are summarized in Figures 3 — 8. Figures 3 —
5 show the simulated mean of the five estimators over the three
channels, respectively. All five perform reasonably well up to
+60 kHz. Here, the Fitz and M&M estimators stop tracking.
The ESP, L&R, and Kay estimators track up to =100 kHz
(roughly 1% of the bit rate), except the Kay estimator shows
some bias. This bias channel dependent and are traced back
to inaccuracies in the approximation (28).

The simulated variances of the estimators are summarized
in Figures 6 — 8 for the three channels, respectively. These
results show that the Fitz, L&R, and M&M estimators achieve
the same mean-squared error performance. The ESP estimator
is a few dB worse than these three whereas the Kay estimator
has the worst mean-squared error performance. This is not a
surprising result for the Kay estimator given the fact that the
approximation (28) is required.



VI. CONCLUSIONS

On the whole, the modified L&R estimator is the best in
terms of tracking range and achievable mean-squared error.
The ESP estimator is a close second and offers a computational
complexity advantage in that it only requires the computation
of one correlation value as opposed to the five correlation
values required by the L&R estimator.
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APPENDIX

Here, the derivation of (8) is outlined. Starting with the
definition (7) and using 0 = dL, gives

] i+7Lg—1

(6 —d)L, n=i+Ly+d

R(dLg) = r(n)r*(n —0) (30)

Using the indexes (5), R(dL,) may be re-written as

R(dL ) =

(6 — dL Z Z (i+LlLg+m)r*(i+(€—d)Lg+m).

9 ¢=d+1 m=0
(31

Substituting the relationship for r(n) given in (6) and rear-
ranging gives

Lo—1
RL) = L 3 3 fa(m)rertien
Lq f=d+1 m=0
1 6 Lg—1
. 0 0 0 } .
+(6 —d)Lq f=d+1 mz=0 [vl( ) eallom) et
(32)
The first term in (32) may be simplified as
S 3 amieien =y
(6 — d L L
9 ¢=d+1 m=0 4
where
Lg—1
= la(m)? (34)
m=0

The second term in (32) involves the double summation of
three noise terms. The first of these noise terms is

I HELatm)wo % (4 (0 — d) Ly +m) (35)

v1(€,m) = a(m)
which is a complex-valued Gaussian random variable with
variance |a(m) |02 [see (2)]. Similarly,

vo (6, m) = a* (m)e I HE=DLatmwoy, ;4 o, +m) (36)

is also a complex-valued Gaussian random variable with
variance |a(m)|?02,. Furthermore, given the assumption that
the w(n) are a sequence of uncorrelated proper complex-
valued Gaussian random variables, v1 (¢, m) and vy (¢, m) are
uncorrelated [11]. The last of the noise terms in (32) is

v3(l,m) =w(i+LLe+m)w* (i + (£ —d)Ly +m). (37)

Here we make the assumption? that for sufficiently high signal-
to-noise ratios (i.e., sufficiently small 072”), this product term
is much smaller than the first two terms with high probability.
Consequently, the product term may be neglected and we are
left with

Ly—1

v R = dL ZZ[vlém+vg(€m)

9 ¢=d+1 m=0

(38)

which is the sum of uncorrelated complex-valued Gaus-
sian random variables each with zero mean and variance

|a(m)|?a2,. Consequently, v is complex-valued Gaussian ran-
dom variable with zero mean and variance
202
2 _
UU = ?Uu). (39)

2This is a standard assumption in the frequency estimation literature. See

(31, [4], [5]. [6].
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Fig. 4. Estimator means for the second channel of Figure 2. For these ) . )
simulations Ej/No = 15 dB. Fig. 7. Estimator means for the second channel of Figure 2.
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Fig. 5.  Estimator means for the third channel of Figure 2. For these . ) . )
simulations Ejp/No = 15 dB. Fig. 8. Estimator means for the third channel of Figure 2.



